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TD3-based Adaptive Economic Dispatch Optimization Strategy for
Multi-energy Microgrid
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Abstract—The multi-energy microgrid (MEMG) improves the
overall economy of the system by coupling scheduling among
multiple energy sources. However, in the case of renewable energy
power generation and load demand fluctuations, traditional
methods are difficult to apply to energy dynamic management
and control under the changing situation of multi-energy micro-
grid systems, which poses a huge challenge to the multi-energy
coupling optimal operation of MEMG. In this paper, a multi-
energy allocation model based on deep reinforcement learning
(DRL) is established to optimize the multi-energy coupling
scheduling, which can automatically adapt to changes in the
environment. In order to make the optimal scheduling strategy
effectively reduce the cost, a multi-energy scheduling strategy
based on the twin delayed deep deterministic policy gradient
(TD3) algorithm is proposed. The experimental results display
that our proposed strategy can reduce the cost by 21.45% and
14.71% compared with particle swarm optimization algorithm
in summer and winter.

Index Terms—Multi-Energy Microgrid (MEMG), Energy Dis-
patch, Deep Reinforcement Learning (DRL)

I. INTRODUCTION

MULTI energy microgrids (MEMGs) are the emerging
paradigms of large international energy enterprises,

which is an organic conformity of distributed energy resources
(DERs), energy coupling technologies, energy storage sys-
tems (ESSs), and loads demand on the distribution network
level. The recent multiple energy research on energy coupling
technologies carries the distributed generator (DG) equipment,
and combined cooling, heating and power (CCHP) plants to
provide power and thermal energy [1]. MEMGs have been
proven to be an effective way to achieve economic operation
and stable energy supply by improving the utilization rate of
renewable energy (RESs) and coordinating multiple energy
sources [2]. Therefore, one primary focus of academia is
to explore the practical real-time MEMG energy scheduling
problem under this circumstance [3].

Extensive research work has been conducted on optimal
multi-energy coordination. Researchers mainly focus on the
operation optimization of a single CCHP plant. These stud-
ies usually focus on two different dispatching strategies for
power load and cooling/heating load. Literature [4] proposes
a conversion strategy between electricity and cooling/heating
loads, to comprehensively improve plant energy efficiency,
reduce operating costs, and reduce carbon dioxide emissions.
In addition, in order to effectively reduce the excess electricity
or heat energy generated by CCHP plants, the researchers
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also compared the hybrid strategy of electricity and cold/heat
loads with the strategy of single adherence to electricity or
cold/heat loads [5]. In [6] and [7], the researchers designed the
operation strategy of the CCHP plant according to different
operation conditions and evaluation criteria. Although the
operation optimization of a single CCHP has been extensively
studied, the coordinated operation strategy of comprehensively
considering CCHP power plants and other distributed genera-
tion resources in microgrid systems to supply multiple energy
sources has not been fully studied. In order to optimize the
complex multi-energy cooperative scheduling strategy, more
flexible algorithms should be considered for the coordination
of distributed generation equipment and CCHP supply.

In previous studies, most people have proposed many op-
timization algorithms for MEMG, which can be classified
into two main techniques based on the approaches adopted:
constrained optimization and heuristic algorithms. For the
constrained optimization algorithms, reference [8] proposed
the robust energy coordination system and applies mixed-
integer linear programming (MILP) to minimize the operation
cost for a novel hybrid AC/DC multi-energy ship (MES)
MG with flexible thermal loads and voyage. An alternating
direction method of multipliers (ADMM) algorithm is applied
in [9], which is based on the average of the shared energy
residual over all Multi-energy complementary MGs. Those
methods are useful for a lot of complex tasks considering
multiple factors and constraints. However, the MILP method
assumes linear relationships among factors [10], while ADMM
assumes that the problems are regularised and convex [11],
which is unrealistic in many cases.

To address a large computational burden and constraints
of constrained optimization algorithms for practical problems,
most researchers study heuristic algorithms for optimizing
MEMG scheduling problems. For example, An improved
genetic algorithm is proposed to realize the economic and
low-carbon operation of the system [12] - [13]. Reference
[14] uses particle swarm optimization (PSO) approach to
obtain a strategy that reduces the release of polluting gases
and improves the overall energy expense. Reference [15]
proposed an evolutionary algorithm (EA) to determine the
scheduling model of a multi-energy hub. Even though these
methods have been proven to be effective, several issues still
hinder them from wider applications. The design of heuristic
algorithms often depends on the designer’s experience, and
the lack of theoretical guidance may lead to the limitation
of algorithm design. In addition, the large number of energy
scheduling cooperations of MEMG may result in extremely
high computational complexity leading to falling into a locally
optimal solution.

In recent years, under the widespread application of artificial
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intelligence technology [16], reinforcement learning (RL) has
provided a new idea for solving the problems mentioned about
MG energy scheduling in [17] - [18]. RL is a data-driven
method. It has better adaptive learning ability and non-convex
non-linear problem optimization decision-making ability. For
example, the deep Q learning network (DQN) was used to
solve the real-time dispatch strategy of the MG [19]. To
solve the continuous action space optimization problem, the
uncertain economic dispatch of the coupling energy storage
based on the deep deterministic policy gradients (DDPG)
approach is proposed [20]. However, the above algorithms
are not only sensitive to the parameters and it is a daunting
task to adjust the parameters, but also have the problem of
overestimated Q values. Therefore, how to make reinforcement
learning effectively evaluate the value function of MEMG to
obtain the optimization strategy with the lowest operating cost
needs to be studied at present.

The multi-energy cooperative scheduling problem contains
many decision variables and complex constraints. In addition,
renewable energy, load, electricity and natural gas prices need
to be considered for system optimization operating costs,
which can lead to computational challenges for existing com-
mercial solvers and heuristic algorithms when dealing with
such problems. However, the current reinforcement learning
solution to microgrid scheduling will overestimate the value
function, resulting in the inability to learn the optimal strategy.
To fill the existing research gaps identified above, this paper
presents a MEMG scheduling strategy based on the twin
delayed deep deterministic policy gradient algorithm [21] to
minimize system operation cost.

The main contributions of this paper are summarized as
follows:

1) The multi-energy scheduling optimization model with
minimum operating costs is transformed into an adaptive re-
inforcement learning Markov decision process (MDP) model,
which overcomes the complex problem of establishing an
accurate optimization model for multi-energy coupling with
fluctuations in renewable energy and multiple types of loads.

2) To solve the problem of overestimation of the value
function of the microgrid scheduling strategy in reinforcement
learning, the MEMG scheduling strategy based on a twin
delayed deep deterministic policy gradient (TD3) algorithm is
proposed. It can effectively learn optimal scheduling strategies
through self-adaptive environments.

3) The simulation results show that our method can obtain
better solutions of convergence and stability, and the proposed
MEMG dispatch strategy can reduce the cost by 21.45% and
14.71% compared with particle swarm optimization algorithm
in summer and winter.

The rest of the paper is concluded as follows. The definition
of MEMG scheduling decision-making is presented in Section
II. The energy management of MEMG is introduced in Section
III. The MDP optimization model of MEMG is introduced in
Section IV. Section V describes the TD3 approach. Simulation
results for a real case study are presented in Section VI. The
conclusion is drawn in Section VII.

II. MULTI-ENERGY SYSTEM MODEL
A. System Framework

The structure of MEMG is shown in Fig. 1. The renewable
energy contains WT and PV, where the WT and PV are non-
dispatchable generators with high intermittence and fluctuation
[22]. Air conditioners (AC) and electric coolers (EC) are the
Heat/cold energy conversion equipment. CCHP and fuel cell
(FC) are dispatchable generators. The load demand consists
of heat, cold, and electric loads. ESS includes battery energy
storage (BES), heat energy storage (TES), and cool energy
storage (CES). The MEMG is connected to the main grid
for electrical energy exchange and to the gas company to
provide heat/cooling load demand through a gas boiler (GB)
that converts natural gas into heating/cooling power.

Fig. 1: MEMG system framework.

B. CCHP System
The CCHP equipment contains an MT, heat exchanger, and

absorption chiller. The waste thermal/cold can be recovered
through an absorption chiller/heat exchanger and generate
thermal/cold energy. The gas consumption of MT can be
formulated as follows [23]:

V t
MT =

P t
MT

ηMTLNG
∆t (1)

where t is the time of system dispatch; V t
MT is the gas

consumption volume of MT at time t; P t
MT and ηMT are the

power outputs and coefficient of MT; LNG is the low calorific
value; ∆t is the scheduling time unit.

The generated thermal/cold of MT can be described as
follows [23]: 

Qt
MT =

P t
MT(1−ηMT−ηL)

ηMT

Qt
MTC = ηrecηMTCQ

t
MT

Qt
MTH = ηrecηMTHQ

t
MT

(2)

where Qt
MT is the output power of heat wasted of MT; ηL is

the thermal loss rate; Qt
MTC and Qt

MTH are the output power
of cold and thermal energy, respectively; ηMTC and ηMTH are
the cold/heat output efficiency. ηrec is the recovery ratio of
cold/heat energy.
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C. Fuel cell

FC can provide electric power through gas consumption.
The natural gas consumption volume of FC can be formulated
as follows:

V t
FC =

P t
FC

ηFCLNG
∆t (3)

where V t
FC is the gas volume consumed; P t

FC is power outputs
of FC; ηtFC is the electric conversion efficiency of FC.

D. Gas boiler

The energy conversion of GB generates thermal/cooling
power by consuming natural gas. Its heat power output model
is as follows:

QGB = ηGBVGBLNG (4)

where QGB and VGB are heat production and gas consumption
of the GB, respectively; ηGB represents the efficiency of heat
production of the GB.

E. Electric chiller and air conditioner

EC and AC are energy conversion equipment that can con-
vert electric energy into cold and thermal energy respectively.
The output power of cold and heat can be modeled as follows:

Qt
EC = ηECP

t
EC (5)

Qt
AC = ηACP

t
AC (6)

where P t
EC and P t

AC represent the output power of EC and
AC; ηEC and ηAC are the energy conversion efficiency of cold
and thermal; Qt

EC and Qt
AC are the cold and thermal output

power of EC and AC, respectively.

F. Energy storage system

In our work, we consider the ESSs to have three types: BES,
TES, and CES. The ESS mathematical model is mainly related
to the SOC of ESS, which can be formulated as follows [24]:

SOCt
i = (1− τ)SOCt−1

i +
P t
i,chηch

Ei
∆t

−
P t
i,dis/ηdis

Ei
∆t (7)

where i is the indication of ESSs; SOCt
i is the SOC of i

th ESS at time t, respectively; τ is the decay rate of SOC;
P t
i,ch/P t

i,dis are the charging/discharging power of i th ESS,
respectively; Ei is the rated capacity of i th ESS; ηch and ηdis
are the charging and discharging rates of ESS; ∆t represents
the time step.

III. OPTIMAL OPERATION MODEL

The specific model of the MEMG dispatch process is
introduced as follows.

A. Object Function

MEMG energy dispatch aims to minimize the system opera-
tion cost, which consists of fuel cost, maintenance cost, power
exchange cost, and start-stop cost in four parts. The objective
function is as follows

FG =

T∑
t=1

Ct
FU + Ct

ME + Ct
EX + Ct

ST (8)

Ct
FU = P t

gas(V
t
MT + V t

FC + V t
GB) (9)

Ct
ME =


Kme

WTP
t
WT +Kme

PVP
t
PV +Kme

MTP
t
MT

+Kme
FCP

t
FC +Kme

ECP
t
EC +Kme

ACP
t
AC

+Kme
BES(P

t
BES,ch + P t

BES,dis)

+Kme
TES(P

t
TES,ch + P t

TES,dis)

+Kme
CES(P

t
CES,ch + P t

CES,dis)

∆t (10)

Ct
EX = (Kt

purP
t
grid,pur +Kt

sellP
t
grid,sell)∆t (11)

Ct
ST =

M∑
j=1

max{0, U t
GD,j − U t−1

DG,j}CST,j∆t (12)

where FG is the total operating cost of MEMG system; T is
the dispatch times; where FG and T are the total operation cost
and the scheduling periods; Ct

FU, Ct
ME, Ct

EX, and Ct
ST are the

cost of fuel, maintenance, energy exchange, start-stop; P t
gas is

the natural gas price; V t
GB is the volume of gas consumed;

Kme
WT, Kme

PV, Kme
BES, Kme

TES, Kme
CES, Kme

MT, Kme
FC, Kme

EC and
Kme

AC are the unit maintenance cost of WT, PV, BES, TES,
CES, MT, FC, EC and AC; Kt

pur and Kt
sell are the unit price

for purchase and sell; P t
grid,pur and P t

grid,sell are the purchase
and sell power; M represents the number of the dispatchable
equipment; j represents the j-th dispatchable units; UDG,j is
the binary values with values of 0 and 1; CST,j is the start-stop
cost of j-th equipment.

B. Constraints

The system possibly becomes unsafe and unstable when
MEMG is operating. Therefore system model constraints are
considered necessary.

1) Power Balance Constraints: The equipment output
power should satisfy the load demands. The power balance
constraints of system at time step t can be expressed as

P t
MT + P t

FC + P t
WT + P t

PV + P t
grid,pur − P t

grid,sell+

P t
BES,dis − P t

BES,ch = P t
load + P t

EC + P t
AC (13)

Qt
MTC +Qt

EC + P t
CES,ch − P t

CES,dis +Qt
GB = Qt

cool (14)

Qt
MTH +Qt

AC + P t
TES,dis − P t

TES,ch +Qt
GB = Qt

heat (15)

where P t
load is the load demands of the system at time t; P t

WT

and P t
PV are the output power of WT and PV, respectively;

P t
load, Qt

cool, and Qt
heat are the loads demand of electricity,

cold, and thermal, respectively.
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2) Power constraints of equipment: The electric/heat/cod
power of device operation should have upper and lower limits
to prevent device damage.

Pmin
i ≤ P t

i ≤ Pmax
i (16)

Qmin
i ≤ Qt

i ≤ Qmax
i (17)

where P t
i is the output power of the device i that provide

electric energy; Qt
i is the heat/cold output power of the device

i; Pmin
i and Pmax

i are the minimum and maximum power
of device i that supply electric energy; Qmin

i and Qmax
i are

the minimum and maximum power of device i that supply
heat/cold energy;

3) Energy Storage system Constraints: The level of SOC
may influence the service life of energy storage. Therefore, in
addition to power limitation, we should also consider whether
SOC is within the reasonable use range.

SOCmin
i ≤ SOCt

i ≤ SOCmax
i (18)

Pmin
i,ch ≤ P t

i,ch ≤ Pmax
i,ch (19)

Pmin
i,dis ≤ P t

i,dis ≤ Pmax
i,dis (20)

where SOCmin
i and SOCmax

i are the minimum and maximum
SOC of ESS i; Pmin

i,ch and Pmax
i,ch are minimum and maximum

charging power of ESS i; Pmin
i,dis and Pmax

i,dis are minimum and
maximum discharging power of ESS i.

IV. REINFORCEMENT LEARNING FRAMEWORK
FOR MEMG DISPATCH PROBLEM

This decision-making process is constructed as a Markov
decision process (MDP) [25]. The MDP consists of
(S,A, T,R), whose design is as follows.

A. State space

The states of the MEMG energy dispatch include the output
power of WT and PV, the state of charge of BES, TES, and
CES, the load of electric, heating, and cooling, and the price
of purchase and sell power in utility. Therefore, the state space
can be defined as

st = [P t
WT, P

t
PV, SOCt

BES, SOCt
TES, SOCt

CES, P
t
load,

Qt
heat, Q

t
cool, P

t
grid,pur, P

t
grid,sell] (21)

B. Action Space

The action space is the decisions made by the agent. The
action of the MEMG energy dispatch decision contains the
power of dispatchable DGs, conversion energy units, and ESS
output power. The action space can be defined as

at = [P t
MT, P

t
FC, P

t
EC, P

t
AC, P

t
BES, P

t
TES, P

t
CES] (22)

C. State Transition Probability

The state transition probability is that the agent will move
from the current state st to the new state st+1 after performing
the selected action at.

D. Reward Function

The objective function of the MEMG energy scheduling
problem is to decrease the operation cost. The minimization
of the MEMG dispatch operation cost is transformed into the
maximization of the reward function. The reward function at
the time step t can be defined as follows:

rt = −(Ct
FU + Ct

ME + Ct
EX + Ct

ST) (23)

V. REINFORCEMENT LEARNING ALGORITHM
FOR MEMG DISPATCH PROBLEM

A. Reinforcement Learning Preliminary

RL considers agents constantly learning from the environ-
ment to obtain reward-maximizing behavior or a given goal,
whose process is shown in Fig. 2. For a given state st ∈ S,

Fig. 2: Interaction process between agent and environment.

the agent selects action at in the action space A according to
a policy π. The policy can be mapped from st to at. Then
the environment will return a reward value rt and the next
time state st+1 after executing the action at. The agent and
environment will continue to learn through interaction until the
time series ends. The cumulative reward of discounted can be
formulated as follows:

Rt =

T∑
i=t

γi−tr(si, ai), (24)

where t indicates the time step, T is the length of an episode
and γ is a discount factor determining the priority of short-
term rewards, with a range of (0,1].

The optimal strategy of the goal can be solved by cal-
culating the maximum expected cumulative discount reward.
The action value function represents the expected cumulative
discount reward at the state st after adopting the strategy π,
and can be described as follows:

Qπ(st, at) = Eπ[Rt|st, at]. (25)

B. TD3 Algorithm

The TD3 algorithm adopts the following three techniques to
solve the problem of excessive estimation bias, the framework
of our proposed algorithm is depicted in Fig. 3. First, two sets
of critic networks are employed to evaluate the Q value in the
TD3 algorithm. As shown in (26), the smaller one is selected
to update the target Q value, to alleviate the overestimation
of Q value. The loss function is defined as the square of the
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Fig. 3: TD3 algorithm framework.

difference between the selected target Q value and the neural
network output Q value, which is defined as (27).

y (r, s′) = r + γ min
i=1,2

Qθ′
i
(s′, a′) (26)

L (θi) = E
[
(Qθi(s, a)− y (r, s′))

2
]

(27)

where s′, a′ and r are the next state, next action and reward,
γ is discount factor. θ and θ′ represent current and target actor
network parameters respectively.

Algorithm 1 TD3.

Initialize replay buffer D with capacity N , iterative times
M , discount factor γ, sample batches size S, critic networks
Qθ1 , Qθ2 and actor network πϕ with random weights θ1,
θ2, ϕ
Initialize target networks θ′1 ← θ1, θ′2 ← θ2, ϕ′ ← ϕ
for episode = 1, . . . , M do

Initial state s0
for t = 1 to T do

Select action with exploration noise:
a ∼ πθ(s) + σ, σ ∈ N (0, ω̃)
Observe reward r and new state s′

Store transition tuple (s, a, r, s′) in D
Sample minibatch of transitions (s, a, r, s′) from D
a′ ∼ π′

θ(s
′) + σ, σ ∈ clip(N (0, ω̃),−c, c)

y = r + γ min
i=1,2

Qθ′
i
(s′, a′)

Update critics:
θi ← argminθi N−1

∑
(y −Qθ (s, a))

2

if t mod d then
Update ϕ by the deterministic policy gradient:
∇ϕJ (ϕ) = N−1

∑
∇aQθi (s, a) |a=πϕ(s)∇ϕπϕ (s)

Update target networks:
θ′i ← τθi + (1− τ) θ′i
ϕ′ ← τϕ+ (1− τ)ϕ′

end if
end for

end for

Second, the update frequency of the actor network is lower
than that of the critic network, which will not be updated
unless the value function changes significantly. The delayed
policy update will result in a lower variance of the value
estimate and thus form a stable policy. Then, the critic network
is stable and has fewer errors before being used to update
the actor network. The soft update is adopted in TD3’s target
network, which can be expressed as:

θ′i ← τθi + (1− τ) θ′i

ϕ′ ← τϕ+ (1− τ)ϕ′ (28)

where τ is the update coefficient. θ is the current critic network
parameter. ϕ is the current actor network parameter. θ′ and ϕ′

are critic and actor target network parameters.
Third, learning objectives using deterministic policy are

highly susceptible to inaccuracies caused by function approx-
imation errors when updating the actor network and then
increasing the variance of the objective. To mitigate this
problem, the TD3 algorithm adds noise to the action and
averages over a size of mini-batch N to smooth the estimates

ã = πϕ′ (s′) + σ, σ ∼ clip (N (0, ω̃) ,−c, c) (29)

where the added noise σ is limited to the range of (−c, c) to
ensure that the deviation of the processed action is control-
lable. The updated principle of the TD3 algorithm is

θi ← argmin
θi

N−1
∑

(y −Qθ (s, a))
2 (30)

∇ϕJ (ϕ) =N−1
∑
∇aQθi (s, a) |a=πϕ(s)∇ϕπϕ (s). (31)

The exact procedure of the TD3 algorithm in this research
is presented in the following Algorithm 1

VI. CASE STUDY
A. Experimental Setting

We consider the heat load demand is only required in winter,
and the cold load demand is only required in summer. The load
demands, PV, and WT power outputs [26] are shown in Fig. 4.
The scheduling period is set to one day, which is divided into
24-time steps. Table I introduces the equipment power limits
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Fig. 4: Experiment data.

TABLE I: Maintenance Cost

Unit Type Power out(kW) Unit Maintenance Cost(¥/kW)MIN MAX
MT 15 65 0.025
FC 0 40 0.028
EC 0 30 0.026
AC 0 30 0.026
WT 0 65 0.026
PV 0 50 0.025

BES -30 30 0.013
TES/CES -20 20 0.013

GB 0 65 -
Grid -60 60 -

TABLE II: Parameter of Energy Storage Device

Type BES TES/CES Type BES TES/CES

τ 0.001 0.001 λmin 0.2 0.2
ηch/ηdis 0.95/1.05 0.95/1.05 λmax 0.9 0.9
Pch,max 30 20 SOC0

ES 0.2 0.2
Pdis,max 30 20 EES 150 150

and maintenance costs for the MEMG system. Table II reveals
the ESSs’ equipment parameters. Table III shows the time-of-
use price. The start-stop costs for devices of MT, FC, EC, and
AC are assumed by 1.94, 2.21, 1.32, and 1.36, respectively
in this work. Table IV exhibits the generation coefficient of
energy conversion. The LNG is set to 9.7 kW·h/m3; the gas
price set as 2.05 ¥/m3.

B. Algorithm Performance Analysis

The performance of the three benchmark RL methods is
compared with our used method in the system scheduling
problem on typical days [25].

The comparative changes diagram of the cumulative reward
function of four algorithms in the training process of 5000 is

TABLE III: Electricity Price

Type Time Period Purchase Price Sell Price
(¥/kWh) (¥/kWh)

Peak 7.00-10.00 0.98 0.5018.00-21.00

Normal 10.00-18.00 0.49 0.2021.00-23.00
Valley 23.00-07.00 0.17 0.00

TABLE IV: Coefficient of Distributed Generation

Parameters Value Parameters Value

ηrec 0.95 ηEC 0.95
ηGB 0.80 ηAC 0.95
ηMTC 0.90 ηMT 0.45
ηMTH 0.90 ηFC 0.85

TABLE V: Algorithm Performance

Data Algorithm performance
Deviation Average Maximum

Summer

TD3 328.92 -3394.54 -3275.69
DDPG 461.63 -3563.71 -3352.85
DQN 661.62 -5068.12 -3585.66

D3QN 472.00 -3567.71 -3336.07

Winter

TD3 361.50 -3431.41 -3278.87
DDPG 386.39 -3513.42 -3341.26
DQN 874.24 -4865.15 -3478.75

D3QN 553.16 -3674.80 -3329.60

shown in Fig. 5. It can be seen that the reward obtained through
the four methods has increased constantly at the beginning.
This is because the agent interacts with the environment
and can study the optimizing dispatch strategy. The reward
obtained from our method is convergence after around 1100
and around 900 train episodes and stable at about 3285 and
3280 in summer and winter respectively. Table 5 shows several
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Fig. 5: Reward.
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(c) Power dispatch in winter
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Fig. 6: Energy scheduling.

performance metric results of different algorithms on summer
and winter days. The average and maximum reward values
obtained through our proposed method are the largest, and
the standard deviation is 328.92, which is smaller than other
methods.

From the comparative results shown in Fig. 5 and Tabel V,
it can be seen that the TD3 algorithm has the best convergence
performance, and the system dispatch strategy obtained is
more stable than others in the training process.

C. Dispatch Result Analysis

In order to verify the effectiveness of the proposed DRL-
based scheduling model using the TD3 algorithm training
strategy

The electric and cooling energy scheduling results on typical
days are revealed in Fig. 6. In those figures, NL represents the
net load that electrical load minus WT and PV outputs. Grid
is the electric energy exchanged between the MEMG system
and the utility.

Combined with the analysis in Fig. 6, Fig. 4, and Table 3.
The energy dispatch strategy of TD3 in summer can make
orderly outputs under the guidance of external electricity
prices. Fig. 6(a) and 6(c) show the electric energy dispatch
strategy of TD3. When the electrical price is at a valley
period, which is lower than other periods, and the power costs
generated by FC are relatively high, the MEMG system mainly
purchases electricity to satisfy the electricity load demand.
Due to the need to meet the cold or heat load requirements
of the system, MT can provide cold and heat energy for
the system at maximum power, reducing high-cost purchased
energy. Besides, the BES does a lot of charging until the

SOC is a maximum of 0.9 for subsequent use during peak
hours. When the electricity price is relatively high, the BES
discharges a part of the electricity. The generated power costs
of FC and CCHP are lower than the purchase electricity price,
and FC and CCHP start outputting maximum power. At the
same time, the MEMG system sells the electricity to the main
grid, which can reduce the electrical exchange cost with utility.

Fig. 6 (b)/6(d) shows the cold/heat energy dispatch strategy
of TD3. The cooling power of the MEMG system is mainly
supplied by CCHP, which reserves the waste cold/heat in
the electricity network for the cold/heat network. Due to the
output efficiency of EC/AC being higher than GB, the system
firstly relies on the EC/AC to convert electricity from the
electric network into cooling/heating outputs to satisfy the load
demands. The GB outputs power when the energy supply of
the system is insufficient. When the load is relatively low and
the energy provided by CCHP and EC/AC is excessive, the
storage system starts to charge a lot, then carries out a large
number of discharges when the system energy shortage to
avoid purchasing more natural gas. In addition, Table VI shows
the operation costs of dispatch results, the TD3-based dispatch
strategy can achieve minimum operation cost compared with
others. The simulation results demonstrate proposed dispatch
strategy can reduce the cost by 21.45% and 14.71% compared
with PSO in summer and winter.

VII. CONCLUTION
For the MEMG system to minimize the operating cost, this

paper proposes to transform the MEMG system scheduling
optimization model into a reinforcement learning Markov
decision process under self-adaptive environmental changes,
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TABLE VI: Operation Costs of MEMG

Cost/revenue (¥) Summer Winter
TD3 DDPG DQN D3QN PSO TD3 DDPG DQN D3QN PSO

Fuel cost 3208.61 3200.60 4350.97 3308.40 3939.25 3081.34 3162.09 3756.82 3210.34 3526.74
Maintenance cost 126.42 118.80 107.65 122.70 113.45 112.69 111.44 98.62 115.37 110.61
Power exchange -48.70 152.55 312.43 39.34 125.46 84.68 121.92 337.14 133.91 205.16
Start-stop cost 2.21 4.42 12.80 6.63 8.84 2.21 2.21 10.59 2.21 4.42

Total costs 3288.55 3476.37 4783.85 3477.08 4387.00 3280.92 3397.66 4203.16 3461.83 3846.93

which avoids the difficulty of establishing accurate models
under real-time changes in the environment, then proposes
an optimal scheduling strategy for MEMG system based
on the TD3 algorithm, which solves the problem that the
traditional reinforcement learning evaluation Q value function
of microgrid strategy is overestimated and leads to having
a deviation for finding the optimal scheduling strategy, and
realizes the self-learning optimal scheduling strategy with
the lowest operating cost under real-time changes. Compared
with the PSO method, the TD3-based dispatch strategy can
reduce the cost by 21.45% and 14.71% in summer and winter,
respectively.

In this paper, the MEMG self-learning optimization schedul-
ing strategy based on reinforcement learning solves the prob-
lem of the lowest operating cost of the system, and the
system learns the optimization strategy through interaction
with the environment, and the internal working mechanism
of the model and algorithm is opaque to the final decision
maker. It makes it difficult to understand the system operating
mechanism and cannot guarantee the safe operation of the
system. The key to future work is how to realize the MEMG
optimization strategy scheduling based on interpretable rein-
forcement learning.
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